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Foreword

Over recent years, we have witnessed an exponential growth in the use of automation to power decisions that impact our 

lives and societies. While these bring many potential benefits (e.g. reducing human bias, speeding up decision-making) 

they are also fraught with risk (e.g. increasing machine bias, rendering the decision-making more opaque and remote to 

people). A consideration for the fairness, accountability, and transparency of these processes is therefore fundamental. 

Omidyar Network’s Governance & Citizen Engagement initiative started funding and advocating for open data in 2012. 

Following the Snowden revelations in the summer of 2013, we included privacy and surveillance reform as part of those 

efforts, realizing that openness and privacy were closely related. We focused on helping develop a framework governing 

the collection of, access to, storage and usage of, and rights over data. 

More recently, we started looking at the impact of these data releases under a new light. As both processing power and 

access to data increased, decisions made by both government and corporate sector actors were becoming increasingly 

automated. If governments use algorithms to screen immigrants and allocate social services, it is vital that we know how 

to interrogate and hold these systems accountable. 

Our main aim is to increase individuals’ control and agency over the decisions that impact their lives and 

ultimately societies. We believe that the accountability and transparency agenda would benefit 

from better understanding, and ultimately scrutinizing, automated decision-making. 

To explore some of these questions we partnered with Upturn to map out the 

landscape of public scrutiny of automated decision-making, both in terms of 

what civil society was or was not doing in this nascent sector and what laws/

regulations were or were not in place to help regulate it. As the study developed 

it became clear that it could pave the way for a more textured, as well as 

practical, understanding of algorithmic transparency. Omidyar Network will 

explore some of these issues further in a companion paper to be released 

later this year.  

Our hope is that this report will help civil society actors consider how 

much they have to gain in empowering the public and their audiences to 

effectively scrutinize, understand, and help govern automated decisions. 

We also hope that it will start laying a policy framework for this governance, 

adding to the growing and rich literature on the social and economic impact 

of such decisions. Finally, we hope that the report’s findings and analysis will 

help inform other funders’ decisions in this important and growing field, as it 

will our own. 

Martin Tisné 

Investment Partner, Governance & Citizen Engagement 

Omidyar Network
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Automated decisions increasingly mediate civic life. Governments use algorithms to screen immigrants and allocate social 

services. Corporations rely on software to help make decisions in vital areas like hiring, credit, and political discourse. 

Trends like these have made algorithms objects of concern beyond the confines of computer science.

Advocates, policymakers, and technologists have begun demanding that these 

automated decisions be explained, justified, and audited. There is a growing 

desire to “open the black box” of complex algorithms and hold the institutions 

using them accountable. But across the globe, civil society faces a range of 

challenges as they pursue these goals.

This paper considers how the public can effectively scrutinize, understand, 

and govern automated decisions, based on an extensive review of 

computer and social science literature as well as dozens of semi-structured 

interviews and conversations with global digital rights advocates, regulators, 

technologists, and industry representatives. We also surveyed a broad array 

of real-world attempts to scrutinize automated systems, documenting the 

purpose of each inquiry, its methods, and its findings.

To encourage clear discussion, we offer a conceptual framework to describe how 

different elements of automated systems work together to produce a result. In addition to 

its source code, knowledge of a system’s existence, purpose, impact, constitution, policies, inputs and outputs,  

and training data can be helpful to both scrutinize and govern these systems. This framework highlights how non-

technical insights about an automated system can be just as important, and often more important, than its technical, 

tangible artifacts.  

We catalog a variety of both analog and technical approaches to scrutiny that we encountered during our research, and 

analyze each: journalism, qualitative research, legal process, black box testing, examination of training data, and code 

review. We also discuss emerging methods to design systems for accountability, including applying fairness metrics, 

designing for interpretability, cryptographically ensuring procedural regularity, and producing audit trails. 

We consider these methods alongside common legal and regulatory approaches. Based on this appraisal, we highlight 

promising areas for progress and opportunities for further research, policy discussion, and advocacy.

Our key findings are:

•  Today’s automated decisions are socio-technical in nature: They emerge from a mix of human judgment, 

conventional software, and statistical models. The non-technical properties of these systems — for example, 

their purpose and constraining policies — are just as important, and often more important, than their technical 

particulars. Automated systems vary in their goals and design, and demand different kinds of inquiry.

•  Scrutiny doesn’t have to be sophisticated to be successful. Many of the most notable case studies we 

identified involved investigative reporting and basic observation of a system’s purpose, policies, inputs and outputs. 

Such approaches have led to productive public attention. However, more technically sophisticated types of scrutiny 

are beginning to bear fruit, especially in the realm of “black box testing.”

•  There are promising new methods for designing more accountable systems, but these remain largely 

theoretical. Researchers are working hard on new ways to detect bias in datasets, to design predictive models 

How can the 
public effectively 

scrutinize, 
understand, and 

govern automated 
decisions?

Executive Summary
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that are interpretable, and to verify the behavior of important software. However, these techniques — many of which 

require proactive cooperation from institutions of interest — are likely to remain in the lab until civil society makes a 

clearer case for their adoption.

•  Many existing legal and regulatory frameworks remain relevant to automated systems’ behavior and 

output, but their applicability is often unclear or untested. Some laws have been recently updated to 

specifically address automated decisions, but they remain largely untested. Others may require 

updating to remain effective in the era of widespread automation.

In conclusion, we highlight the following promising paths forward:

•  Increased investment in what we term exploratory scrutiny, especially 

by journalists and advocacy organizations. Many of today’s highest-

impact efforts have provided just enough insight to spark important 

debates in domains like policing and credit. To engage a wider audience 

in debates about how automated systems should function, the field 

needs more work to find evidence about and clearly explain how 

important systems work in practice. This work can help build the case 

for new policies and technical requirements.

•  Strategic evaluation of right to information laws’ ability to 

facilitate effective transparency for today’s automated decisions. 

To scrutinize systems used by governments, the public must know 

they exist, the purposes they have been designed to achieve, and the 

data they rely upon. Once those basic details are available, other techniques 

for scrutiny and ensuring integrity will be useful — but all too often, these basic 

facts remain obscured, and most transparency laws have concerning loopholes that 

prevent this and other relevant information from being shared with the public.

•  Consideration of policy mandates that certain automated systems be auditable and interpretable. New 

technical methods are making it more feasible to design automated systems that are more amenable to scrutiny, 

but these methods may not be adopted without outside pressures. For public-sector automated systems, this could 

mean requirements that systems be designed to meet auditability requirements. For private-sector systems, this 

could mean “interpretability” requirements for important automated systems, such as those used in the context of 

employment and credit.

•  Further advancement of normative dialogues. Many new policies and technical proposals presuppose 

standards and benchmarks that do not yet exist. Policymakers and the public must think more concretely about 

what “fairness” and “accountability” ought to mean in particular social contexts.

 To scrutinize 
systems used by 

governments, the 
public must know 

they exist, the 
purposes they have 

been designed to 
achieve, and the 
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Automated decisions increasingly mediate civic life. Governments use algorithms to screen 

immigrants and allocate social services. Corporations rely on software to help make 

decisions in vital areas like hiring, credit, and political discourse. Algorithms also 

influence the production and dissemination of news, social and professional 

interactions among people, the delivery of social services, and the stability of 

financial markets. These trends have made algorithms objects of concern 

beyond the confines of computer science.

In some cases, automating such decisions can promote efficiency, 

consistency, and fairness. But in others, doing so can reinforce historical 

discrimination or obscure undesirable behavior.

Government bodies in the US and the EU have recently expressed concern 

about automated decisions, asking questions, issuing reports, and even 

updating relevant laws. The Obama White House published several reports 

on automated systems and social issues,1 the UK Parliament recently asked for 

input on use and regulatory oversight of decision-making algorithms,2 and the 

United Nations has engaged in ongoing conversations about autonomous weapons.3 

The EU has updated its data protection laws, aiming in part to ensure that certain 

automated systems be “explainable” to data subjects.4 France has even moved to classify 

software source code used by government agencies as a public record subject to  

transparency laws.

At the same time, a striking number of research groups, standards bodies, and private companies have announced 

proactive efforts to ensure that automated decisions are “accountable.” An international, interdisciplinary collection of 

technologists formed a research community called Fairness, Accountability, and Transparency in Machine Learning (FAT/

ML) and published a normative set of “Principles for Accountable Algorithms.”5 The US branch of the Association for 

Computing Machinery, a major technical professional organization, released slightly more applied guidance for system 

developers called “Principles for Algorithmic Transparency and Accountability,”6 and a collection of major technology 

companies including Facebook, Google, IBM, and Amazon formed the Partnership on AI, grounded in a set of tenets 

focused on ensuring automated systems serve to benefit people.7 Formal industry groups have released policy principles 

on artificial intelligence,8 standard-setting bodies like the IEEE have begun the process of defining ethical concerns and 

technical standards related to autonomous systems,9 and individual countries like Japan are pushing for international 

conversations around shared guidelines for AI research and development.10

However, despite all these efforts, the use of automated decisions is far outpacing the evolution of frameworks to 

understand and govern them.

This paper considers how the public can effectively scrutinize, understand, and govern automated decisions. 

We leave to other projects the question of which automated decisions are most likely to help or harm, and which deserve 

closer scrutiny. Here, we ask instead: What practical approaches and legal tools are available to understand and shape 

how algorithms work in the real world, so that benefit can be maximized, and harm be identified and mitigated?

Automating 
decisions can 

promote efficiency, 
consistency, and 

fairness, but can also 
reinforce historical 

discrimination or 
obscure undesirable 

behavior.

Introduction
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To answer this question, we conducted an extensive review of computer and 

social science literature as well as dozens of semi-structured interviews and 

conversations with global digital rights advocates, regulators, technologists, 

and industry representatives. We also surveyed a broad array of real-world 

attempts to scrutinize automated systems, documenting the purpose 

of each inquiry, its methods, and its findings to uncover lessons for 

successful scrutiny of consequential automated systems.

The use of  
automated decisions  

is far outpacing the 
evolution of frameworks 

to understand and 
govern them.

First, we offer a conceptual map for thinking about automated decisions to help the 

reader think about how their different elements work in tandem to produce important 

real-world outcomes. We emphasize that non-technical insights about an automated 

system can be just as important, and often more important, than its technical artifacts.

Second, we describe ways public actors have successfully scrutinized existing systems, 

analyzing case studies from around the globe. We observe that much of the most 

successful scrutiny to date has been relatively non-technical in nature — e.g., relying 

on investigative reporting and simple observation of a system’s inputs and outputs. 

However, more technically sophisticated types of scrutiny are beginning to bear fruit.

Third, we explore new ways that automated systems can be proactively designed 

to be fairer, more interpretable, and more auditable. These techniques are exciting, 

but remain largely theoretical today.

Fourth, we review common approaches to regulating automated decisions, 

incorporating views from global digital rights advocates. We summarize different 

themes and emphases from major jurisdictions across the globe.

In closing, we suggest some promising paths forward, including increased 

“exploratory scrutiny,” a close look at right to information laws’ ability to provide 

needed transparency, and tech-neutral policy mandates for socially important 

automated systems.

Unpacking  
“Automated Decisions”

Scrutiny in  
Practice

Designing for 
Accountability

Conclusion and  
Paths Forward

Perspectives on  
The Role of Law

This paper proceeds as follows:
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Automated decisions are decisions made with the aid of systems that limit human judgment. They precede the advent 

of the digital computer: Complex and opaque rules have long guided the decisions of corporate and governmental 

institutions. However, modern technologies have the potential to make automated decisions 

even more important and less scrutable than ever before.11

Today’s discourse on automated decisions is rife with technology buzzwords. 

Algorithms — specific sequences of steps used to accomplish some task, 

especially those embedded in a computer — have captured the public 

imagination. Machine learning — a family of techniques that allow  

computers to learn directly from examples, data, and experience, finding 

rules or patterns that a human programmer did not explicitly specify  

— is allowing for new kinds of data-based automation.12 And artificial 

intelligence, an umbrella term for a range of computer systems that act  

in seemingly intelligent ways, is gaining popularity in newspapers and 

corporate marketing pitches.

These technologies are transforming how important decisions are made. But 

today’s automated decisions are not defined by algorithms alone.13 Rather, they 

emerge from automated systems that mix human judgment, conventional software, and 

statistical models, all designed to serve human goals and purposes.14 Discerning and debating the 

social impact of these systems requires a holistic approach.

To encourage clear discussion, we offer the following conceptual framework. Each of the “elements” described below is 

a different way to evaluate an automated system. Some of these elements, which we call “insights,” can yield important 

information without reference to any technical specifics of the system. The remaining elements, which we call “artifacts,” 

refer to tangible parts of a system that are often more technical in nature. In a later section, we discuss how these 

different properties have been scrutinized by journalists, advocates, and policymakers.

INSIGHTS

ARTIFACTS

Automated decisions 
are decisions made 

with the aid of 
systems that limit 
human judgment.

E XISTENCE

POLICIES

PURPOSE

INPUTS AND OUTPUTS

CONSTITUTION

TR AINING DATA

IMPACT

SOURCE CODE

Unpacking “Automated Decisions”
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Insights

Existence

Any analysis of an automated system must begin with knowledge that it exists. This basic point is worth emphasizing 

because automated systems often operate invisibly, behind the scenes. For example, in the United States, certain people 

were prohibited from boarding commercial aircraft long before the discovery that a “no fly list” — a partly computer-

generated list produced with hidden processes and rules — even existed.15 Likewise, Colombia’s government has 

announced its intent to leverage big data for unspecified projects, but advocates are struggling to learn what systems are 

being tested.16

Purpose

All automated systems are created to serve some purpose. Understanding a system’s intended purpose creates the 

opportunity to debate that system’s role in society, even without more specific details about how it operates. For example, 

most credit scores are designed to predict the relative likelihood of a negative financial event, such as default on a credit 

obligation — not to represent a judgment of a person’s general responsibility or character. When employers began using 

these scores to evaluate job applicants, understanding the actual purpose of the credit scoring system allowed advocates 

to develop strong arguments against its use in the context of hiring.17

Constitution

Automated systems can rely on different mixtures of computer software, human discretion, and policies.18 In practice, 

“automated” decisions are often only automated partially, to varying degrees.19 Understanding a system’s constitution 

— the nature of its technical elements, human participation, governing rules, and how they all interact — is critical to 

guide and inform more detailed inquiry. For example, understanding a social media platform’s content moderation 

practices requires understanding the role of human and software-driven enforcement, and the policies governing each. 

Understanding a lending decision requires understanding that credit scores are generated by software programs, and 

that human analysts review those numbers as part of a final determination.

Data

Data

Credit File Credit Scoring
System Mortgage

Application
Assessment

Score
Decision

Mortgage
Application

SYSTEM: CREDIT SCORING

SYSTEM: SEMI-AUTOMATED MORTGAGE UNDERWRITING

Constitution of a mortgage underwriting system
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Constitution is also important because human beings interact with computerized systems in surprising and sometimes 

unpredictable ways. “Automation bias” is the tendency of people to give too much credence to automated suggestions 

and to fail to overrule them when necessary.20 But in some situations, people opt to ignore computerized direction, 

especially to pursue their own self-interest (for example, giving a loan to someone who clearly cannot afford it).21 And 

some research has shown that even when an algorithm performs measurably better at a predictive task than a human 

does, people are more likely to prefer the human prediction.22 Mapping the constitution of a system can help reveal which, 

if any, of these competing tendencies are relevant to systems’ outcomes — and determine which 

other components of a system require closer examination.

Impact

Any automated system of social concern will have some sort of observable 

consequence, whether for a single person or an entire population. These 

impacts can be experienced personally, studied anecdotally, or measured 

quantitatively. For example, an individual might report being turned away 

at a border crossing, a pre-deployment impact assessment might try to 

predict broad effects of a system, or a post-hoc investigation could seek to 

compare how different groups were treated at borders across a jurisdiction. 

Each instance provides insight, to varying degrees, into how the automated 

system impacts people in practice, allowing examiners to further focus  

their scrutiny.

Artifacts

Policies

Even systems that rely heavily on computers can be constrained by policies that 

govern how both technical and human components of that system should behave. For 

example, Google and Facebook provide marketers with powerful, highly automated tools with 

which to target advertisements. But both companies proscribe certain types of harmful advertisements 

— the products of human judgment — and enforce these prohibitions in different ways, including both human and 

algorithmic review of ad content and targeting parameters (with varying degrees of success).23 In another domain, 

police officers must be instructed how to respond to color-coded “threat scores” that are automatically calculated and 

assigned to locations or residents by predictive policing systems.24 In both cases, policies (and how well those policies 

are enforced) will play an important role in how the systems affect people in the real world.

Inputs and Outputs

Regardless of their constitution and complexity, all automated systems take some sort of input and produce some sort 

of output. For example, most facial recognition systems take a digital image as an input, and produce an output of similar 

photos from existing data, ranked by probability of a match. Search engines take a user-provided search query as an 

input, and output search results and advertisements related to that query. Many credit scores take as inputs a range of 

data about a person’s finances, and produce a number estimating their relative risk of default on a financial obligation.

Sometimes, all a system’s important inputs and outputs are observable and even controllable by outside users (as is 

the case with many public-facing web-based services). However, in other cases, inputs and outputs are only partially 

observable. This is particularly true of more complex automated systems with intermediary steps. For example, a job 

applicant may send her applications materials (an input) to an employer and ultimately receive a rejection (an output). 

However, the employer could have used intermediary scores and automated analyses that are not at all visible to the 

applicant or public to reach its conclusion.

Even systems  
that rely heavily 

on computers can 
be constrained 
by policies that 

govern how both 
technical and human 

components of  
that system  

should behave.
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Training Data

Training data refers to a set of historical data used to discover potentially predictive relationships among that data, which 

end up being represented in a model (commonly referred to as an algorithm). Training data is at the heart of statistical 

analysis and modern machine learning. Most machine learning algorithms deployed in today’s automated systems are 

examples of supervised machine learning,25 where the computer learns how to sort example inputs into output categories 

previously defined by a human being — such as “creditworthy,” or “photo of a puppy.” Such a machine learning algorithm 

takes a collection of input features (X) and “output” or target variables (Y), and produces a function that maps X to Y (this 

function is sometimes called a predictive model). 

Take, for example, the simple relationship between people’s height and their weight. Shorter people are more likely to 

weigh less than taller people, and that relationship can be modeled. That model can then be used to predict a person’s 

weight given their height. The process can be visualized as follows:

A predictive model can only be as good as its training data. The types of data chosen to train a model, and the quality 

of that data, are some of the most important properties of an automated system that relies on prediction. Inaccurate, 

incomplete, or irrelevant data will lead to poor results, no matter how sophisticated the mathematical algorithm used to 

learn from it. Moreover, the machine learning literature is rife with examples of spurious correlations. (For example,  

Google initially claimed search queries could predict the spread of flu pandemics, but an initial, strong correlation later 

proved unreliable.26)

Using large amounts of data to make predictions invites some unique hazards, especially in social contexts. When 

automated pattern-finding is based on historical data, it risks bringing social patterns to the present that were once 

the norm, but are no longer socially acceptable (e.g., racial discrimination).27 This is a particular concern for predictive 

policing, courtroom risk assessment, and credit scoring systems, where relevant historical data reflects the biases  

of society.

TRAINING DATA

HEIGHT1 WEIGHT1

HEIGHT2 WEIGHT2

HEIGHT3 WEIGHT3

)
x

(height) (predicted 
weight)

y

LEARNING ALGORITHM

MODEL
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Source Code

Source code refers to technical descriptions of software or predictive models within 

an automated system. In some cases, source code can provide a reliable, 

objective description of what a computer system is designed to do. But  

source code can be complex and difficult even for experts to diagnose  

and understand.

The source code of traditional software will look and behave much 

differently from the “source code” of predictive models. Traditional 

software refers to computer programs that are structured and defined by 

human programmers. At a basic level, programmers write procedures — 

descriptions of rules28 — that react to or manipulate data.29 Conventional 

software programs are often composed by hand using logical statements 

(e.g., “if x then y”). For example, the code for a software program designed to 

check if a person’s age meets a threshold might read as follows:

Most software programs are much more complex than this example, and thus harder to reason about.30 Real-world 

programs can involve many thousands of lines of code, collaboratively authored by many different programmers. These 

programs are likely to rely on a significant number of “dependencies”: other software programs, often written by other 

people or organizations, that must function in an expected way for the current program to run correctly.31 As a result, 

without care, many software programs become “big balls of mud” that are difficult to understand or modify.32

if (person.age >= 21) {
return true;

} else {
return false;

}

  Age:
 21 or 
older?

true false

ye
s no

Simple conditional code and a visual representation

Source code  
refers to technical 

descriptions of 
software or predictive 

models within an 
automated system. 
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Predictive models tend to be different. They don’t take the form of declarative steps, but instead express a statistical 

relationship between different input and output variables. For example, the “code” for a simple predictive model that 

approximates an output variable as a linear function is likely to be expressed and visualized like this:

The patterns represented in predictive models can quickly become too complex for humans to understand. In practice, 

it is very hard for most people to think about models with more than two features (visualized in three dimensions above), 

much less those with thousands of features. Interpreting and constraining machine learning and statistical techniques is a 

burgeoning area of research, as discussed in more detail later in this report.

This section has described how automated systems can be analyzed piece by piece. They are not 

a replacement for studying a system’s outcomes or impact on society, but can offer a path toward 

understanding why a consequential system behaves the way it does. In the next section, we describe 

how these elements can be a useful lens to approach public scrutiny in practice.
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Effective public scrutiny of automated systems takes many different forms, 

and implicates many of the different properties discussed above. Journalists 

investigate these systems by digging up documents and interviewing inside 

sources. Researchers probe from the outside, carefully selecting inputs and 

observing outputs. Data scientists can make inferences by using advanced 

mathematical techniques, and computer scientists evaluate systems’ computer 

code, looking for errors. This section describes common methods of inquiry and places 

recent attempts to scrutinize automated systems in the context of the automated system “stack.”

Journalism
In recent years, journalists have led the way in highlighting the societal implications of automated decisions.33 Through 

interviews, right to information requests, and investigative reporting, journalists can uncover the existence of important 

systems, as well as, most commonly, their purposes, constitution, and policies. And journalists’ work product — clear, 

compelling writing — can communicate findings to readers about what can otherwise seem to be dry, technical topics. 

Some journalists have begun to use more computationally intensive methods (like “black box testing,” discussed below) 

to augment their reporting. A small but active field of “algorithmic accountability journalism” has grown out of the more 

established field of “data journalism.”34 These approaches are valuable tools for public scrutiny of automated systems, 

and have been critical in uncovering and drawing attention to systems that affect people’s lives. 

Several such journalistic investigations have sparked broad public conversations about the acceptability and performance 

of key automated systems, suggesting that even exploratory, non-technical scrutiny can be a critical catalyst for further 

interrogation — while simultaneously driving forward important normative debates.

Scrutiny in Practice

   The Computational Journalism Lab at the University of Maryland recently began maintaining a list of 
“potentially newsworthy algorithms used by the U.S. government.”35 Contributors scour government websites 
for a set of relevant terms, compile basic details about systems identified, and evaluate newsworthiness 
by trying to approximate a system’s potential for harm, surprise, and controversy. The project hopes that 
highlighting the existence of these systems will inspire further investigation and research.

   Journalists from UK publication The Guardian obtained and reviewed more than a hundred leaked training 
manuals, charts, and spreadsheets describing Facebook’s content moderation policies.36 These documents 
shed light on not only the platform’s policies, but also the constitution of Facebook’s ranking system, a hybrid 
of algorithmic sorting and filtering and manual moderation.

   A New York Times investigation revealed that ridesharing company Uber used an algorithm to flag and evade 
regulators in cities all over the world. Journalists learned about the algorithm’s existence and purpose by 
speaking with current and former Uber employees and reviewing documents these sources provided.37 The 
Times’ investigation led to broad media coverage and a Department of Justice inquiry into potential criminal 
behavior by the company.38

   Students in a media law class at the Philip Merrill College of Journalism at the University of Maryland submitted 
Freedom of Information Act requests to all 50 US states, asking for “documents, mathematical descriptions, 
data, validation assessments, contracts and source code related to algorithms used in criminal justice.”39 Most 
requests were denied, but the class did receive source code for a recidivism prediction algorithm from one 
state, and information about the existence, purpose, and constitution of systems in several others.
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different forms.
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Qualitative Research
Researchers also use more formal qualitative methodologies, like ethnography, to study automated systems and their 

use, paying close attention to the purpose, constitution, and policies of the systems they are studying.40 These 

researchers might document the human processes and assumptions related to a particular system, interview people 

who build and interact with different parts of that system, and observe how people at the receiving end of an automated 

decision incorporate that guidance into their own decisions and behavior.41

Legal Process
When voluntary methods of inquiry fail, individuals and public actors sometimes turn to legal and regulatory systems 

to compel companies, government agencies, and others to reveal details about their automated systems. While legal 

channels are not always successful in revealing desired details about automated systems of concern (particularly training 

data and source code, due to barriers like trade secret protections), this method of inquiry can sometimes offer more 

“teeth” than other tools described in this section.

   Argentinian civil society group Via Libre investigated the Buenos Aires Department of Education’s online 
enrollment system, which used an automated process to allocate slots in public schools.42 The organization 
used interviews, desk research, and media analysis to describe the purpose, constitution, and policies of the 
system. Researchers also tried — albeit unsuccessfully — to gain access to the source code of the slot allocation 
algorithm itself.

   Spanish research consulting firm Eticas conducted focus groups with border guards and travelers to better 
understand technologies used at borders in the European Union — in particular, what aspects of the border 
crossing process were delegated to algorithms, and how those delegations impacted human decision-making.43 
From these interviews, the group was able to map the constitution of the system, how automated systems have 
been deployed differently across European countries, and how people perceive and interact with these systems.

   Stanford sociologist Angèle Christin used ethnographic fieldwork across multiple sites in the US and France 
to observe how journalists and legal professionals use and interpret algorithms designed to change how these 
expert professionals make decisions in their work.44 The study found that people in these professions use 
“buffering strategies,” including ignoring or critiquing the output of automated recommendation systems, to 
minimize the impact of algorithms on their work.

   Digital rights advocacy group R3D in Mexico is relying on data protection laws and the concept of, and 
remedies available through, habeas data45 to challenge before the Data Protection Authorities companies that 
deny people their right to access data about themselves. By identifying who holds personal data that could be 
processed automatically, advocates are pursuing a larger strategy to map the existence of automated systems 
of concern.46

   The US Federal Trade Commission used its antitrust investigative authority to investigate Google’s prioritization 
of its own products in search results, demanding the production of internal documents from the company 
to understand the purpose, constitution, and policies of the search engine’s algorithms.47 Even after finding 
evidence of misbehavior, however, the agency opted not to act against the company.

   US nonprofit the National Consumer Law Center investigated whether credit bureaus have adequate software 
and human processes to help consumers correct errors in their credit reports. The group’s study, which 
scrutinized and critiqued the constitution and policies of automated error dispute systems, relied heavily on 
discovery documents from relevant court cases.48
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Black Box Testing
Black box testing is any examination of an automated system without access to its internal structure or code. It covers 

a range of techniques that can be used to better understand a system’s inputs and outputs, and even approximate its 

underlying source code or models. Black box testing includes everything from basic input-output observations to more 

mathematically sophisticated techniques, and is especially useful in cases where the public lacks privileged access to 

a system, or has not yet identified a clear standard for auditing. While inductive reasoning has its limits — an examiner 

certainly can’t test every possible hypothesis about how a system works — there is strong evidence that black box 

testing is a valuable approach.

Simple observation of inputs and outputs

The most basic form of black box testing is to provide a system with different inputs and analyze its outputs. Input-output 

testing can be simple, with manual testing of a small list of inputs, or complex, using computer systems to automatically 

generate and observe much larger sets of inputs and outputs. Even in its most basic forms, input-output testing has been 

a remarkably useful technique for drawing conclusions about the workings of powerful online platforms, including search 

engines and social networks.

Sophisticated manipulation of inputs and outputs

When an examiner has access to a large historical record of a system’s inputs and outputs, or can automatically 

generate many different inputs, she can conduct more sophisticated analyses. One family of techniques, called feature 

perturbation, measures the dependence of a system on its inputs by varying the value of one feature while holding the 

value of other features constant.54 Using a related technique, called model estimation, an examiner can build her own 

   Legal scholar Rebecca Wexler has examined legal documents from numerous cases where defense attorneys 
requested access to training data and source code of algorithmic systems (like pretrial risk assessment and  
forensic evidence tools) used in the criminal justice system. These requests are often blocked due to trade  
secrecy protections.49

   A California trucking company appealed the Federal Highway Administration’s denial of a Freedom of 
Information Act request to disclose the source code of its motor carrier safety rating algorithm. The agency 
claimed the source code of the system was exempt since it related to internal agency practice, and disclosure 
would risk circumvention of the law.50 The judge found that the algorithm was not exempt, and ordered the 
agency to disclose it.
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   Harvard researcher Latanya Sweeney searched for a predefined set of names (inputs) on Google’s search 
engine and documented the advertisements she observed as outputs. She observed that a greater percentage 
of ads with “arrest” in their text appeared for black-identifying names than for white-identifying names, to an 
extent that could not plausibly be explained by chance.51

   Israeli researchers Maayan Perel and Niva Elkin-Koren studied how local online platforms detected and 
responded to copyrighted materials. They uploaded infringing, non-infringing, and fair use materials (inputs) 
and tracked whether the system correctly classified this content based on whether content was automatically 
flagged or removed (outputs), and found these systems were not reliable judges of infringement.52

   US consumer rights group the Consumer Federation of America obtained rate quotes from major insurance 
carriers using the same test profile, except for marital status, to test for differences in rates for minimum 
liability insurance. Holding all other inputs equal, they found the quoted rates (output) were higher for test 
subjects who were single, separated, widowed, or divorced than for married people.53
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simulated model from the inputs and outputs available to her, and then study that model as a stand-in for the original.55 

These and similar strategies can sometimes allow examiners to draw reliable, sophisticated conclusions about how an 

automated system functions even without access to the system’s source code.

Both simple and advanced black box testing techniques can be effective in discovering and drawing attention to 

particular behaviors or automated systems. Basic input-output testing can go a long way in attracting regulatory and 

public attention, compelling cooperation from the proprietor of a system, or guiding more quantitatively robust inquiries 

into that system. Advanced methods appear to be most useful when more detail or greater certainty in results is 

necessary, for example, to guide regulators or preempt rebuttals.

Examination of Training Data
When an automated system relies on predictive models, information about the training data used to build those models — 

including the size of the dataset, its provenance, who and what was included, and how it may have changed over time60 

— is critical. Such information can allow an examiner to consider the sufficiency and appropriateness of that data for a 

given purpose and whether it matches up with the system’s stated policies. Examiners can also think about what data 

was not included — especially if underrepresentation means the model might fail more frequently when applied to new, 

unfamiliar examples.

   The US Federal Reserve Board scrutinized the industry-standard practice of credit history scoring by obtaining 
large sets of relevant data — 3.7 million anonymized consumer credit records enriched with demographic 
data (inputs) and the associated credit scores (outputs) — to build its own estimated models in search of 
evidence that any features served as a proxy for race. The study claimed its analysis showed that the credit 
characteristics tested “do not serve as substitutes, or proxies, for race, ethnicity, or sex.”56

   German researchers examined the “filter bubble” effect of Google search results by defining a set of 16 fixed 
search input terms and capturing the top search results (outputs) for those terms across different browser 
settings and geographies. The researchers used feature perturbation to hold certain inputs constant and 
measure the weight of others on the estimated model,57 and published the dataset so others could analyze it.58

   Nonprofit investigative journalism organization ProPublica obtained a set of historical inputs and outputs for 
the COMPAS pretrial risk scoring program and, using statistical analysis and model estimation, found it to 
misclassify black defendants as at high risk of committing a future crime more frequently than it did white 
defendants.59 The resulting article and dataset have catalyzed debates about appropriate calibration of  
criminal justice algorithms, as well as mathematical research into new ways to measure for fairness in 
algorithmic models.
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   Researchers from the Human Rights and Data Analysis Group analyzed drug crime arrest data from Oakland, 
California in 2010 — and an approximation of a proprietary model — to test predictive policing systems for the 
likelihood they would amplify distorted policing and enforcement practices.61 The researchers pointed out that 
while systems were intended to predict crime, they used police records as their underlying training data — 
which do not represent all actual crime. 

   Street Bump, an app that automatically sent reports to the city of Boston about the condition of its streets 
to guide maintenance resources and make predictions to inform long-term investment, originally found that 
there were more potholes in wealthy areas of the city compared to poorer ones. Researchers ultimately found 
that the data collected was not actually representative, since wealthier residents were more likely to own 
smartphones and use the app.62
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Code Review
In many cases, review of source code can be a powerful form of scrutiny. A code audit, also called “white-box testing” in 

the computer science field, is an analysis of source code to discover errors. These audits can also include a review of 

specific system behavior — logs that record data access, calculations, decision trees, and errors. For some automated 

systems, “source code” might also refer to the statistical models that rank, sort, classify, and score inputs. Models can 

be more difficult to review than descriptive, deterministic computer code, but in some cases (usually those that rely on a 

limited number of factors), understanding how different inputs are weighted in an algorithm can be illuminating.63

Reviewing source code has some important practical limitations. In practice, it can be difficult to gain access to source 

code, which is typically considered sensitive intellectual property. And once source code is obtained, even seasoned 

experts can miss simple problems buried in complicated code. For even moderately complex programs, it may be 

necessary to see a program run “in the wild,” with real users and data to truly understand its effects.41 In practice, code 

audits are most likely to be useful when there is a clearly defined question about how a software program operates in 

regulated space, and particular standards against which to measure a system’s behavior or performance.

   US regulators including the Environmental Protection Agency knew that diesel Volkswagen and Audi cars 
emitted illegal amounts of nitrogen oxides during real-world emissions tests. But they didn’t have a “smoking 
gun” to show that these results were intentionally engineered. Researchers struggled to piece together the 
offending source code, relying on car hobbyist and auto-performance forums to stitch it together. Finally, 
researchers were able to examine the code and found the offending section of code that provided strong 
evidence of purposeful cheating.65

   Aware that the move from paper ballots to voting machines could raise election security and integrity issues, 
Princeton computer science researchers Ariel Feldman, Alex Halderman, and Edward Felten examined the 
source code of the widely used (in the US) Diebold Ballot Station voting machine software. Their code review 
found that if a malicious actor had access to certain machines, he could “steal votes with little if any risk of 
detection.”66

   Predictive policing company CivicScape released its model for outsiders to scrutinize, but critics contended 
that the code was too generic to evaluate thoroughly in isolation, especially without access to police 
department data. Moreover, the code could not shed light on how police departments interact with the system 
— particularly how they act on the outputs that the model provides.67
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This part has analyzed the many ways that the public can scrutinize automated systems already in 

use in the world. It has shown that while data and source code transparency can be helpful, there 

is a range of other ways to scrutinize important systems. Lack of access to the inner workings of 

an automated system, while an impediment to rapid and thorough analysis, should not necessarily 

preclude meaningful interrogation of at least some components of that system.  

The next part explores emerging opportunities to design automated systems in ways that can make 

them more accountable to the public.
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The methods described above enable mostly post-hoc, external review of automated 

systems. However, there is a growing range of methods for programmers and insiders 

to proactively design automated systems that are fairer, more interpretable, and 

more auditable. Most of these methods are still under heavy development in 

academic and corporate research labs, and so remain largely theoretical today.

Applying Metrics for Fairness
When an automated system relies on patterns derived from training data, 

steps can be taken to identify and mitigate unfairness and bias at various 

stages in the model-building process. There is a range of pre-processing 

methods that attempt to remove biases from data before building a model, 

by suppressing sensitive attributes, changing labels, reweighting attributes, 

or resampling underlying data.68 These methods might involve altering the 

underlying data or its labels, and sometimes can come at a cost to accuracy. 

There are also in-processing techniques that modify traditional learning algorithms 

to address discrimination during the training phase, rewarding pre-defined notions of 

“fairness” when building a model.69 Finally, post-processing techniques allow the outputs of 

a model to be reviewed and adjusted to meet particular goals.70

Today, the community of data scientists working on these methods remains small, and commercially validated research 

is limited.71 However, many advocates hope these types of techniques can one day be proactively applied in areas where 

automated systems make socially important decisions.

Designing for Accountability

A growing range 
of methods are 

available for insiders 
to proactively design 

automated systems 
that are fairer, more 

interpretable, and 
more auditable.

   Data scientists at Predictive Hire, a company that builds automated job candidate assessment tools, apparently 
screen their datasets for racial, gender, ethnicity, and age biases before training a predictive model. If they 
find an imbalance between, for example, males and females on a given performance metric, they turn to pre-
processing to mathematically correct for that tendency in the training data.72

   Researchers have described how the US state of Texas’ “Texas Top 10” college admissions program — which 
guarantees admission to the University of Texas system to the top decile of students — could lead to racial bias 
in admissions, since “high school attended” data could be a proxy for race. They demonstrate several methods 
to repair, or pre-process, the data so the program can preserve student ranking information while minimizing 
or removing disparate impact.73

   Hardt et al. describe several post-processing options in the context of reducing disparate impact of FICO credit 
scores by adjusting the threshold score(s) for prime-rate loans. For example, a demographic parity approach 
would assign a threshold for each racial group such that the proportion of each group that qualifies for prime 
loans is the same (e.g., 80 percent of all applicants from each group qualify), while an equal opportunity 
approach would select a different threshold for each group where “the fraction of non-defaulting group 
members that qualify for loans is the same” (e.g., 80 percent of the applicants from each group who never 
defaulted on a loan qualify).74
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Interpretability
The “code” of a predictive model built using machine learning — many hundreds or 

thousands of variables with different associated weights, rather than a logical series 

of instructions — can be especially difficult to scrutinize. However, there are 

some emerging techniques to help make predictive models more interpretable, 

or understandable to humans.75 These techniques are already common 

practice when a model will be used in a way that implicates safety (e.g., 

the medical field) or there are special regulatory requirements (e.g., credit 

scores). Interpretable models can be easier for both an institution itself to 

understand, and for outside examiners to test.

There are several well-understood techniques for making interpretable 

models. Most simply, a modeler can purposely use a smaller number of 

features. This helps avoid the “curse of dimensionality” — a situation where 

it is impossible to reason through the relationships among a large number of 

variables.76 However, some promising emerging research claims that thousands 

of features can be used while maintaining interpretability and accuracy, using new 

techniques to highlight only the strongest interactions between features for review.77 

Other researchers imagine “helper algorithms” that could run alongside an automated 

decision to monitor and interpret its behavior,78 or focus on visually mapping or calling out data  

that is most important in a model (a technique particularly helpful for automated decisions that rely on  

image analysis or machine vision).79

Interpretability continues to receive considerable research attention. While there is a common conception that 

interpretability almost always comes at the expense of a model’s accuracy, researchers are beginning to challenge this 

idea.80 Many of the professional data scientists we spoke with while preparing this report were optimistic that a significant 

portion of socially important machine learning tasks could be rendered more amenable to scrutiny — even those relying 

on hundreds or thousands of variables.

   Intelligible predictive models can be especially important in domains like medicine, argues Rich Caruana 
of Microsoft.81 Famously, in the mid-90s, a model his team trained to predict the probability of death for 
pneumonia patients learned a surprising rule: that a “history of asthma lowers a patient’s chance of dying from 
pneumonia.” This rule — although clearly questionable — reflected true patterns in the data, because people 
with a history of asthma tend to get care faster in real-world hospital settings. The counterintuitive conclusion 
the model discovered illustrates the importance of understanding what models are learning and why.

   Caruana argues that emerging methods for building transparent and editable models, such as “Generalized 
Additive Models,” which layer a collection of simpler, more interpretable models, are now competing in terms of 
accuracy with more traditional, opaque kinds of machine learning like neural networks.82
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Procedural Regularity and Audit Trails
Researchers are exploring exciting methods to verify that software systems are behaving as promised, even without 

having access to their source code. For example, scholars have already shown computer systems can be designed to 

prove that decisions were made under an announced set of rules consistently applied in each case.83 This property, 

called procedural regularity, is not yet commonly deployed, but could be especially useful when computer systems are 

entrusted with important decisions.

Other methods, piloted by large data companies, purport to allow third-party auditors full-proven mechanisms to check 

how data is being processed. Audit logs, when available, can allow an examiner to review important information about 

a system’s use and performance. These logs might reveal when and why data was accessed, and what decisions were 

made, about whom, and why. Audit logs are familiar in contexts like finance, accounting, and cybersecurity, but their 

sophisticated use within software systems of social importance is still in the early stages.

However, procedural regularity will only be helpful insofar as stakeholders have agreed on what steps and safeguards are 

to be guaranteed — and on the remedies available when evidence suggests those steps may have been compromised.

 

The methods described above all have significant potential, but will likely require new laws or policies 

to spur adoption. The legal and regulatory context around automated decisions, and their scrutiny 

and design, are discussed in the next section.

   An applicant denied a green card through the United States Electronic Diversity Visa Lottery might wish to 
see proof that she was denied randomly, under a predefined set of constraints — and that the system was not 
manipulated to favor other individuals or groups. Immigration and security agencies could use cryptography 
and other mathematical tools to provide proof that the process was random, without revealing the underlying 
source code.84

   Google’s DeepMind group is working on systems that log every possible use of data within a system, with 
the ability “to prove that every data access by every piece of software in the data centre is captured by these 
logs.”85 Participating hospitals and external auditors will be able to review these logs to verify that patient data 
is only being used for approved purposes.
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Laws can affect the operation of automated systems in many ways. They can prohibit the use of data deemed sensitive. 

They can provide the public with information to aid scrutiny and oversight. They can directly constrain the way 

algorithms are developed. They can govern the outcomes of automated systems, relying on policy frameworks related to 

nondiscrimination and antitrust. And they can even grant individuals the right to avoid automated decisions entirely.

Below, we offer a more thorough analysis of common approaches to regulating automated decisions, incorporating views 

from regulators and global digital rights advocates. Some of these approaches are frequently used in practice, while 

others remain theoretical or largely untested. They are listed roughly in order from most to least frequently mentioned 

during our outreach.

Restrictions on Data Collection
Limiting the collection of data by institutions can be a powerful way to exercise 

control over automated decisions. The idea that data should be collected, 

stored, and used only as far as is reasonably necessary has long been a core 

privacy principle.86 More targeted approaches involve restricting collection of 

“sensitive” data like race or gender for use in certain  

kinds of decisions.87

Many advocates see limiting data collection as a simple, powerful way 

to even the playing field between the public that generates data and the 

powerful institutions that own and depend on it.88 This is an especially 

attractive goal for those in countries with weak legal regimes for data protection 

and nondiscrimination.89 However, there is also widespread recognition that this 

approach faces strong limitations in practice. Adoption of new technologies and data-

driven services is on a meteoric rise, seemingly unperturbed by widespread anxiety about privacy 

and regulatory concern. Most restrictions on data collection tend not to apply to anonymized or “non-personal” data, 

even though this data can still be leveraged for important decisions.90 And finally, the collection of data — sometimes 

even sensitive data — can be critical to ensuring that proper decisions are made (e.g., by measuring for bias or properly 

enumerating different populations for public planning purposes).91

Perspectives on the Role of Law

Many advocates 
see limiting data 

collection as a simple, 
powerful way to even 

the playing field.

   Europe’s General Data Protection Regulation (GDPR) emphasizes data minimization, stating that personal data 
should be “limited to what is necessary in relation to the purposes for which they are processed” to reduce 
risks associated with holding or processing that data.92 But in practice, there are many avenues for extensive 
data collection under the Regulation, leaving advocates uncertain about this rule’s effect.93

   To “protect the rights and interests of individuals,” Japan’s privacy regulation bars business operators from 
collecting sensitive information, including creed or social status without explicit consent except as required by 
law.94 The efficacy of this approach is unclear.

   In a narrower context, advocates in the United States argued that the National Security Agency should not be 
allowed to collect metadata about phone and Internet activity of US citizens.95 Although the government argued 
that such data can be critical in detecting terrorist activity and that using it still protects privacy and civil 
liberties,96 a federal law eventually ended the agency’s ability to collect this data.97

E
X

A
M

P
L

E
S



24

Transparency
Transparency — the ability of the public to examine information and internal deliberations from institutions of interest — 

has long been celebrated as a tool to hold powerful actors accountable, and is motivated by a range of reasons  

and theories.

There are a vast number of transparency-related laws and policies. For example, a slight majority of all countries — as 

well as many smaller jurisdictions — grant public access to details of government activity through open records and 

freedom of information laws.98 “Open government” initiatives have gained traction in recent years, pressing participating 

government bodies to proactively publish administrative documents and data.99 The corporate sector can also be subject 

to various transparency requirements, such as disclosing risk factors to investors,100 and also take some voluntary action, 

like publishing periodic reports about government requests for data.101

Advocates are almost universally supportive of transparency as a policy goal for powerful institutions of all kinds. 

However, many noted that transparency procedures have been difficult to enforce, and that in practice, requests  

for information are frequently overridden by other interests. Transparency laws crafted in an analog era, before big  

data commonly fed predictive and automated systems, may be ill-equipped to handle the realities of today’s  

automated systems.102

Disclosure of source code and algorithmic formulae may not always serve the needs of the public, either because the 

requester lacks the technical competence to review the code, or because it allows malicious actors to “game the system” 

with their intimate knowledge of a system’s behavior. But as the previous sections showed, transparency at different 

layers of a system can help external scrutinizers understand a system well enough to raise concrete concerns, guide 

further investigation, and propose potential remedies — a nuance many transparency laws today overlook.

Explanations
The idea that automated decisions should be “explainable” to those affected has recently gained prominence, especially 

in the EU.106 Legal approaches to securing the right to explanations range from requiring disclosure of key reasoning 

behind a particular decision to a meaningful description of the “logic” of an entire system. While many European 

countries’ data protection laws require some kinds of explanations, the related provisions are often vague or narrow.107 

In the United States, however, consumers routinely receive “reason codes” along with their credit scores — a specific 

requirement of federal law for this domain.

   France, through its Digital Republic Bill, is the only country that has explicitly required disclosure of the source 
code of government-developed algorithms under its open record laws.103 The law will require administrations to 
publish online, in an open standard, key documents, including source code, databases, and any data of public 
interest. However, the law will take effect gradually, and is currently awaiting implementation decrees.

   The US Federal Agency Data Mining Reporting Act of 2007 requires government entities to report on and 
publicly disclose extensive information about federal use of predictive analytics, as well as the goals and 
efficacy of related data mining activity. In practice, it is unclear whether this mandate is actually followed.104

   In some legal regimes, operators of automated systems must, in narrow contexts, reveal internal details of 
those systems upon request. For instance, concerned with preserving airline competition, the US  
government once legislated that computer reservation systems must share ranking criteria used in sorting 
algorithms for displayed flights.105 However, these types of specialized transparency mandates were rarely 
mentioned by advocates.
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Antidiscrimination
The tenet of nondiscrimination is enshrined in the Universal Declaration of Human Rights and in most national laws.114 

Many legal regimes aim to secure the values of fairness and equity by prohibiting direct, intentional discrimination of 

people with certain protected characteristics (e.g., race, gender, religion, or political affiliation). Some also prohibit indirect 

discrimination, which can be revealed after the fact by comparing treatment of different individuals or measuring adverse 

impact across protected categories. 

Many advocates in the US and the EU spoke about the importance of applying antidiscrimination laws to automated 

decisions, especially those relying on predictive models built from historical data. However, antidiscrimination laws rarely 

provide clear quantitative benchmarks, making this a challenging project. In some cases, standards bodies and regulators 

will need to define key metrics, while in others, normative, society-wide debate and reflection is still necessary.115 Some 

advocates in Latin America noted that the relative weakness of local nondiscrimination laws will be a barrier to advocacy 

around discriminatory algorithms. 

   The GDPR’s apparent requirement that data controllers provide “meaningful information about the logic 
involved” to subjects of some automated decisions has commanded significant attention.108 However, this right 
only applies to decisions based entirely on an automated process. Several scholars have pointed out that it 
might not be legally binding.109 Regulators and data protection authorities have not yet developed guidance for 
compliance with this requirement, and its effect remains untested.

   India’s Right to Information Act requires public authorities to “provide reasons for its administrative or quasi-
judicial decisions to affected persons,” which some speculate may also apply to automated decisions.110 
However, a Supreme Court case held that the Act does not require authorities to collect information it does not 
already have, nor “furnish information which require[s] drawing of inferences and/or making of assumptions”111 
— an exemption which may have particular significance for automated decisions. 

   A more established, narrower approach to explainability can be seen in the Fair Credit Reporting Act (FCRA), 
which requires consumer reporting agencies to share with consumers up to four key factors that affected their 
score, listed in order of their effect.112 Regulatory agencies have clarified that consumers must also be notified 
if they receive less favorable terms for financial products based on low credit scores.113 These “explanations” 
are received routinely by US consumers.
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   In the UK, the Equalities Act of 2010 prohibits direct and indirect discrimination — “less favourable treatment” 
— in employment, education, and provision of services based on nine protected characteristics (or the 
perception of having one or several of the characteristics), and requires public authorities to consider equality 
impact in the design of policies and services.116 No numerical measure of discrimination has been established, 
and it remains unclear how the UK law might be applied in cases of bias in automated decisions.117

   The US Civil Rights Act of 1964, follow-on legislation, and enforcement activities bar disparate treatment of 
protected classes in contexts including employment,118 credit,119 and housing.120 Jurisprudence and additional 
laws added the doctrine of disparate impact, and multiple researchers and programmers of automated systems 
have turned to the Equal Opportunity Employment Commission’s “80 percent” rule to identify adverse impact 
as a threshold to detect bias in automated decisions.121
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Data Access, Accuracy, and Redress
Many legal regimes give individuals the right to access and correct data about 

themselves in certain circumstances. These rights, enshrined in a range of 

Fair Information Practice Principles,122 seek to minimize the risk of adverse 

consequences stemming from inaccurate or missing data, and to allow 

individuals to know what data about them is held by covered institutions. 

They are codified differently across the globe: Many Latin American 

constitutions recognize the right of access and accuracy through the writ of 

habeas data,123 while in other jurisdictions these rights are anchored in data 

protection regimes124 or consumer protection laws.125

When automated decisions are made about individuals, accurate and 

complete data is critical. For example, rules are especially important in credit 

and consumer reporting contexts, where in many developed countries, a limited 

number of entities can hold important data inputs.126 However, in some jurisdictions, 

access rights don’t apply to all institutions — and individuals cannot access or correct 

anonymized data, or change personal data used to train machine learning models that has 

already been deleted.127 Also, there is some evidence that when access rights are provided broadly,  

data subjects rarely exercise them.128

Advocates mentioned these rights only infrequently when discussing legal responses to automated decisions. Some feel 

that access rights, while welcome, would place an unfair burden on individuals to spot and prevent errors. Others worry 

that fundamental issues of bias in historical data won’t be solved by ensuring the data is accurate. And in some Global 

South countries, advocates are using access rights as a discovery method to learn more about what data companies 

hold about people in the first place.

Opt-outs and Forbearance
Some jurisdictions provide individuals with a right to object to, or “not to be subject to,” certain automated decisions.131 

However, advocates rarely mentioned these policies, perhaps due to their somewhat feeble protections. For example, 

individual rights tend to be limited to automated decisions that “significantly” affect a subject, and are often subject to 

broad exceptions for law enforcement and national security-related data processing.132 Moreover, placing the onus on 

individuals to opt out unreasonably requires laypeople to weigh hypothetical, and often intangible, risks.133 

In other cases, some entities have opted to formally restrain themselves from developing or deploying automated systems 

for certain types of decisions, to prevent known or unknown risks.

Many legal regimes 
give individuals the 
right to access and 
correct data about 

themselves in certain 
circumstances. 

   In the United States, the FCRA requires certain “consumer reporting agencies” to disclose a consumer’s own 
information when she requests it, and grants her the right to dispute that information.129 Most US consumers 
have used these rights to review their credit reports.130

   In countries that lack robust consumer reporting infrastructure, including many across the Global South, civil 
society groups depend on access laws to begin to map the existence of datasets that might eventually be used 
for automated decisions. In Mexico and elsewhere, advocates are only beginning to test the power of habeas 
data and other data protections that grant access to learn about what data institutions hold.
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Validation and Certification
Premarket validation and certification requirements compel creators of some systems and products to conduct thorough 

testing — and at times receive external approval from auditors or regulators — before systems are deployed or sold. 

Restrictive rules are more common in safety-critical contexts where people could be at high risk of grave physical harm, 

but less binding voluntary certifications and “impact assessments” also fall into this category of ex ante evaluation. 

Mission-critical algorithms used in flight and nuclear facility software have long been required by regulation to go 

through verification and validation processes.143 Certain medical algorithms that require regulatory approval must also 

demonstrate that their performance is at least as good as humans.144

Some in civil society envision voluntary certification of algorithms for fairness and accuracy as a tool to encourage 

more and earlier testing, as well as a way for companies to demonstrate responsible behavior and legal compliance 

without disclosing trade secrets.145 Advocates have proposed that validation requirements be imposed on socially critical 

algorithms, such as those used in criminal justice contexts.146 However, a lack of clear consensus around what ought to 

be measured and how — let alone quantitative benchmarks to indicate success or failure on those measures — means 

that many of these goals are still aspirational.

   Europe’s current Data Privacy Directive directs member states to grant the right not to be subject to “fully 
automated decisions which produce legal or significant effects,”134 and the GDPR includes the right to withdraw 
consent at any time, as well as to prohibit data processing for marketing purposes.135 However, this right does 
not apply in some cases of government decisions,136 particularly those in the realm of criminal justice and 
national security.137

   Some EU member states have opted for even stronger language than what the harmonized law suggests: 
Estonia, for example, prohibits legally consequential automated assessment of a person’s “character, abilities 
or other characteristics” without that person’s participation, except in some narrow cases.138 Austrian law holds 
that “nobody shall be subjected to” these sorts of decisions, with an exception for decisions taken on the basis 
of law.139 France prohibits court decisions based on automated processing of personal data.140

   While no binding national or international laws currently restrict autonomous weapons, in a more extreme 
example of avoidance, 19 countries have called for a preemptive ban on the technology.141 The US Department 
of Defense has issued guidance calling for “appropriate levels of human judgment” over uses of force by such 
systems, for the time being constraining the role of automated decisions in the context of conflict.142
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   Illustrating strict certification requirements, the US Food and Drug Administration (FDA) requires validation 
of software and automated systems used to design or produce food, drugs, and medical devices — including 
certain diagnostic and predictive software.147

   The GDPR will require data controllers to conduct “data protection impact assessments” (DPIAs) in cases 
where data processing is “likely to result in a high risk to the rights and freedoms of natural persons.” Data 
controllers will need to take steps to mitigate risks identified or consult with regulators, who retain the power 
to prohibit the high-risk data processing activity, to demonstrate compliance.148 While potentially constructive, 
the power of the DPIA process to meaningfully govern automated decisions has yet to be tested, as regulators 
are still finalizing detailed guidelines.149
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Auditability
The concept of auditability extends beyond transparency, demanding not only 

access to systems but also that those systems be amenable to meaningful 

review. As with external inspection of financial records or digital security 

practices for regulatory compliance, the specter of auditing can encourage 

actors to self-police while also creating a situation where auditors are able to 

review systems for procedural integrity and fairness.

General auditability of automated systems is not explicitly required in any 

major legal regime — indeed, laws enacted to prevent online fraud have created 

significant barriers to external algorithmic auditing150 — but some specific legal 

requirements do exist. A few jurisdictions broadly require or imply a need for 

audit trails; others require auditability only in narrow contexts. Many advocates have 

pressed for more external auditing of algorithms, and auditability has been included as a 

principle in several collections of best practices and codes of conduct for machine learning and 

artificial intelligence. However, it is often unclear what, exactly, an inspector would be auditing for.

Competition
Competition law promotes the functioning and benefits of free markets by preventing collusion and market abuses 

that disadvantage consumers. On reasonable suspicion of unfair practices or abuse of market dominance, antitrust 

investigative bodies have authority to probe a company’s conduct and products, including subpoenas of witnesses and 

evidence, and to penalize violations of the law.

Competition laws have prompted in-depth investigations of anticompetitive market behavior arising from automated 

systems. Recently, some of these investigations have involved sorting and filtering in the context of search engines, as 

well as “algorithmic collusion,” or automatic price fixing.153 Regulators in Europe are particularly sensitive to the potential 

for market abuse by foreign internet companies.154 But appetite for antitrust enforcement — and style of antitrust inquiry 

— varies widely across countries and administrations.

   The Australian government has clarified the importance of comprehensive audit trails to ensure that automated 
decision systems align with administrative law.151

   In the heavily regulated gaming industry, authorities often retain the right to audit randomization algorithms 
in gambling machines for unfair behavior.152 Premarket certification is usually also necessary in these cases — 
which in practice requires that the programs be intelligible to inspectors.
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   The FTC used its antitrust investigative authority to investigate Google’s prioritization of its own products in 
search results — but even after finding evidence of misbehavior opted not to act against the company.155

   The European Competition Commission began investigating Google for suspected anticompetitive behavior 
in the company’s search results in 2010. A central concern of the Commission was that Google “accord[ed] 
preferential placement to the results of its own vertical search services to shut out competing services” even 
though Google characterized search results as “natural” and “algorithmic.”156 Recently, the Commission found 
that the company denied “consumers a genuine choice” by using its search engine “to unfairly steer them to its 
own shopping platform,” resulting in a record $2.7 billion fine.157
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The concept of 
auditability extends 

beyond transparency, 
demanding not only 

access to systems 
but also that those 

systems be amenable 
to meaningful review.
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Product Liability
New product liability regimes could have significant consequences for the design, testing, and deployment of automated 

systems. Emerging discussions about the applicability of product liability laws for automated decisions have tended to 

focus on physical systems like robots and autonomous cars.158 Several academics and policymakers have called for more 

clarity in currently messy legal frameworks to address the shortcomings of existing liability law for robotic behavior and to 

provide guidance to industry actors building automated technology.159 These efforts are in the early stages, but may gain 

ore urgency as more automated physical systems become a reality.

   European parliamentarians have asked the European Commission to draft legislation defining the legal status 
of autonomous robots and allocating relevant rights and responsibilities to them. The proposal suggests strict 
liability as a foundation for future rules, and that liability should be proportional to the level of automation 
in question. Notably, this proposal also says that access to source code should be available to investigate 
accidents and damage.160E
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Given the vast number of legal approaches discussed above, it can be difficult to draw clear conclusions. When asked 

about the role of law and policy in scrutinizing automated systems, digital rights advocates from across the globe 

expressed a range of goals and concerns:

•  In the United States, there is no overarching law that governs the collection and sale of data by commercial 

entities. Many US advocates were particularly concerned about the application of existing antidiscrimination laws 

to automated decisions. Moreover, the Fair Credit Reporting Act (FCRA), which has regulated key types of data 

brokers — particularly credit bureaus — with notable success, was frequently highlighted as a model for the  

future legislation.

•  European Union countries enjoy a comprehensive data privacy framework, but the powerful principles of the GDPR 

are widely viewed as uncertain in their application. Here, almost every advocate we spoke with acknowledged 

that “algorithms” were a common source of concern, and that “explanations” were a common fixture of the policy 

discourse. But most were skeptical that a “right to explanation” was defined clearly enough to be useful in practice, 

or that the new GDPR would provide enough new clarity to significantly alter opportunities for scrutiny.

•  Global South countries frequently lack key legal frameworks like data protection and antidiscrimination laws. Many 

advocates in these countries felt fundamentally unprepared to govern the collection or use of data, or even to know 

what their governments were using data for in the first place. Although advocates were aware of concerns related to 

automated decisions, many saw these issues as taking a back seat to more basic policy goals.

Across all regions, there was some recognition that traditional data protection measures, particularly restrictions on data 

collection, have struggled to handle the realities of data-hungry and complex algorithmic systems. There was also a 

shared recognition that transparency laws have been critical to uncovering information that has informed both civil society 

and regulatory conversations and will be crucial moving forward. 

Each of these legal and policy approaches applies to different layers of an automated system. 
When considering enforcement priorities, activism goals, or new policy approaches, the public and 
policymakers should think about what components of an automated system relate most closely to 
stated objectives and ensure issues are framed appropriately.
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Automated decisions, increasingly driven by software and vast amounts of data, are the subject of widespread concern. 
Advocates across the globe have expressed a desire to more closely scrutinize automated systems of social importance. 
There is a growing consensus that institutions using automated systems should be accountable to the public, as 
demonstrated by a growing number of high-level principles across the public and corporate spheres. However, a clear 
agenda for public scrutiny has yet to emerge.

Our research indicates that technical expertise and methods are not the biggest roadblocks to scrutiny today. This might 
seem surprising, as the rise of software and data-driven systems has created an emphasis on the need for technical 
approaches to oversight. However, these techniques — many of which require proactive cooperation from institutions of 
interest — are likely to remain in the lab until civil society makes a clear case for their adoption.

The field needs new ways to obtain knowledge and evidence about how automated systems work in practice, and the 
domain expertise to wrestle with the difficult normative questions that often lurk just behind the code. Toward this end, we 
suggest the following paths forward as civil society continues to grapple with the implications of automated systems:

•  Increased investment in exploratory scrutiny, especially by journalists and advocacy organizations. Today, 
some of the highest-impact work on automated decisions makes or finds evidence about how important systems 
work in practice. Many of today’s highest-impact efforts have provided just enough insight to spark important 
debates in domains like criminal justice and credit. To engage wider participation in debates about how automated 
systems should function, the field needs more work to find evidence about, and clearly explain, how important 
systems work in practice. This work can help build the case for new policies and technical requirements.

•  Strategic evaluation of right to information laws’ ability to facilitate the right kind of transparency for 
today’s automated decisions. To scrutinize systems used by governments, the public must know they exist, the 
purposes they have been designed to achieve, and the data they rely upon. Once those basic details are available, 
other techniques for scrutiny and ensuring integrity will be useful — but all too often, these basic facts remain 
obscured, and most transparency laws have concerning loopholes that prevent this and other relevant information 
from being shared with the public. Rather than start with entirely new policy proposals, existing laws should be 
closely examined with an eye for more consistent enforcement and application.

•  Consideration of policy mandates that certain automated systems be auditable and interpretable. New 
technical methods are making it more feasible to design automated systems that are more amenable to scrutiny, 
but these methods may not be adopted without outside pressures. For public-sector automated systems, this could 
mean requirements that systems be designed to meet auditability requirements. For private-sector systems, this 
could mean “interpretability” requirements for important automated systems, such as those used in the context of 
employment and credit.

•  Further advancement of normative dialogues. Many new policies and technical proposals presuppose 
standards and benchmarks that do not yet exist. Policymakers and the public must think more concretely about 
what “fairness” and “accountability” ought to mean in particular social contexts. For example, what counts as a 
“fair” way to underwrite an individual for credit? How should society deal with racial disparities when applying risk 
assessment tools to criminal defendants? How should a social media company organize the information we see? 
Each of these questions calls for debates about values more than technology, and may require reconciling social 
and political beliefs of stakeholders that have traditionally failed to reach consensus.

This report explored current and emerging approaches to scrutinizing and governing automated systems. With the rapid 
profusion of automated decisions, the public and civil society have an important role to play in continuing to investigate 
automated systems and articulating the social issues and concerns that they raise. It is especially important that the 
diverse groups working on these issues collaborate and share their insights. At the same time, governments, regulators, 
and independent bodies must consider whether current governance approaches sufficiently address transparency and 
accountability challenges presented by all components of automated systems. We hope the tools and insights distilled 

from this research can inform these efforts.

Conclusion and Paths Forward
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SYSTEM IN 
QUESTION

DATE
WHO 
INVESTIGATED?

WHAT DID  
THEY ASK?

ELEMENTS 
EXAMINED

HOW DID THEY 
INVESTIGATE?

WHAT DID  
THEY FIND?

US Patriot 
Missile 
Targeting 
System161

1992 US Government 
Accountability 
Office

Why did the Patriot 
missile defense 
system in Dhahran, 
Saudi Arabia fail to 
track and intercept 
an incoming Scud 
missile during 
Operation Desert 
Storm, leading to 
the death of 28 
Americans? 

Constitution, Inputs 
and Outputs, 
Source Code

Interviewed software 
maintenance 
officials, analyzed 
code and system 
documentation 
including change 
logs, performed 
mathematical 
calculations and 
simulations.

A software problem 
had led to inaccurate 
tracking calculations 
that worsened 
over time when the 
system was not 
reset periodically. 
While the software 
had been corrected, 
it had not been 
updated at the base 
in question. 

US credit 
scoring162

2007 Federal  
Reserve Board

Are credit scores 
accurate, and do they 
have a negative or 
differential effect on 
populations protected 
under the Equal 
Credit Opportunity 
Act? 

Purpose, Inputs and 
Outputs, Training 
Data

Used 300k+ actual 
credit records, 
enriched with 
demographic data 
and credit scores, 
to perform various 
statistical tests.

The credit scores 
evaluated were 
predictive of 
credit risk for the 
population as a 
whole, and for all 
major demographic 
groups. Data in 
credit scoring 
models do not serve 
as substitutes, or 
proxies, for race, 
ethnicity, or sex.

Staples 
online price 
discrimination163

2012 Wall Street 
Journal

Are major online 
retailers varying 
product prices based 
on type of device or 
location?

Existence, Inputs 
and Outputs

Visited the websites 
from different 
geographic 
locations and from 
different devices; 
and examined the 
cookies/scripts 
associated with 
those websites.

Major commercial 
websites were 
varying prices based 
on type of device and 
location. 

Google search 
results164

2014 Academics Are Google’s results 
biased on partisan 
lines?

Inputs and Outputs Crowdsourced top 
10 Google search 
results for the names 
of 16 presidential 
candidates on a 
single day, and then 
coded results for 
partisanship.

Democrats had 
more favorable 
search results than 
Republicans.

Volkswagen 
emissions 
test165 

2014 Civil society Are Volkswagen 
diesel car emissions 
within legal and 
advertised ranges?

Existence, Inputs 
and Outputs, 
Source Code

Testers drove cars 
from San Diego 
to Seattle with 
portable emission 
measurement 
systems attached, 
and compared 
results to lab tests 
by the California Air 
Resources Board.

The cars perform 
within limits in lab 
tests, but emit up to 
35 times the legal 
limit on the road.

Appendix: Examples of Public Scrutiny
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Racial bias 
in Google 
advertising166

2013 Academic Do people with 
black-sounding 
names have more 
arrest-suggestive ads 
appear than those 
with white-sounding 
names?

Inputs and Outputs Investigators ran 
a high volume of 
searches and noted 
the content of the 
personalized ads 
that were returned 
for names in each 
category.

Searches for black 
names are more 
likely to trigger 
arrest-suggestive 
ads than searches 
for white names.

Racial bias in 
COMPAS167

2016 ProPublica Does the COMPAS 
pre-trial risk 
assessment system 
treat blacks and 
whites fairly?

Existence, Purpose, 
Constitution, Inputs 
and Outputs, 
Training Data

Obtained datasets 
through FOIA 
and manual 
criminal record 
reconstruction, used 
statistical models 
to compare scores 
across racial groups.

The program was 
biased against 
African American 
defendants on some 
measures.

Ethics in video 
surveillance 
systems168

2016 Academic Was the design of 
a software system 
“ethical” and 
“accountable”?

Purpose, 
Constitution, 
Policies

Ethnographers 
embedded in project 
team from the start, 
review of algorithm 
tests, internal 
communication, 
and other 
documentation.

Accountability 
was a process 
distributed across 
team members and 
over time, and an 
ethics board played 
an important but 
time- and resource-
intensive role. 

Censorship on 
WeChat169

2016 Civil society What is the scale 
and scope of content 
filtering, including 
automated filtering, 
on WeChat?

Constitution, Inputs 
and Outputs

Black-box testing: 
researchers sent 
messages with 
various keywords 
and content across 
different geographies 
and measured which 
messages were 
received.

Keyword filtering 
was only enabled 
for Chinese phone 
numbers, users 
were not being told 
their messages 
were blocked, 
and the filtering 
system changed 
dynamically. 

Facebook  
profiling 
ability170

2016 Academic How much 
information is 
necessary for 
Facebook to draw 
a conclusion about 
sensitive user 
characteristics?

Inputs and Outputs Feature perturbation: 
examined input and 
output variables, 
changing one at a 
time.

Removing just a 
few “likes” (~6) 
significantly reduced 
Facebook’s inference 
power.

Flash crash171 2010-
2014

Regulators What triggered 
the flash crash of 
2010, and did high-
frequency trading 
(HFT) play a role?

Constitution, 
Policies, Training 
Data, Source Code

Researchers 
used audit trail, 
transaction-level 
data to identify 
prevalence and 
behavior of 
algorithmic traders, 
and reviewed 
code and research 
containing sensitive 
information about 
trade reasoning, 
training data and 
proprietary formulas 
from firms.

High-Frequency 
Traders (HFTs) 
did not cause the 
flash crash, but 
contributed to it 
by demanding 
immediacy 
ahead of other 
market participants, 
leading to a liquidity 
imbalance.
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Predictive 
chemical 
toxicity 
testing172

1997 Academics, 
private 
companies, 
and regulators

Are algorithmic 
predictive models 
as accurate as other 
ways of measuring 
toxicity?

Inputs and Outputs, 
Source Code

Compared actual 
inputs and outputs 
to predictions by 
testing model rules 
on various datasets, 
information from 
regulators, public 
and private data 
banks, rodent 
carcinogenicity 
bioassays, and 
carcinogenicity 
databases.

Algorithmic 
approaches 
were measurably 
less accurate 
than biological 
approaches.

Gender 
prediction from 
photos173

2017 Google UX 
researcher

What rules did an ML 
algorithm learn when 
instructed to classify 
photos by Male/
Female subject?

Inputs and Outputs Semi-controlled 
experiment: showed 
the algorithm 
different pictures 
of the same person 
with different 
hairstyles and 
makeup (5 variables / 
32 total photos)

Hair length and 
presence of makeup 
were determining 
factors. When a 
picture did not match 
the stereotypical 
norm, it was 
misclassified.

Stereotypes 
in Google 
autocomplete174 

2013 Academic Does Google’s 
autocomplete display 
a racist, sexist, or 
homophobic bias?

Purpose, Policies, 
Inputs and Outputs

Interrogated 
Google searches 
by entering 2,690 
search questions 
and categorized 
autocomplete 
suggestions 
according to 
descriptors 
referenced.

Muslims and Jewish 
people were linked 
to questions about 
aspects of their 
appearance or 
behavior, while white 
people were linked to 
questions about their 
sexual attitudes. Gay 
and black identities 
appeared to attract 
higher numbers 
of questions that 
reflected negative 
stereotypes.

Detecting 
international 
border 
personalization 
in online maps 
worldwide175

2016 Academic How often and in 
what circumstances 
are borders of online 
maps changed? 

Existence, Purpose, 
Constitution, Inputs 
and Outputs

Created an 
automated system 
to crawl all tiles from 
a given mapping 
service from the 
perspective of every 
country around the 
world to identify 
discrepancies.

Detected the seven 
instances of border 
personalization, 
including two that 
were not previously 
documented. 
(Among them were 
borders between 
India and China, 
between Crimea and 
Russia, and in the 
South China Sea.)

Federal 
Highway 
Administration 
Safety Review 
factors176

1992 Private 
company

How does the agency 
compute safety 
ratings (factors and 
weights) for motor 
carriers?

Source Code Submitted an FOIA 
request for the 
computer algorithm, 
appealed on claim of 
exemption.

Court found the 
algorithm was not 
subject to exemption, 
and ordered the 
FHWA to turn over 
documents.
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Profiling the 
unemployed in 
Poland177

2015 Civil society Is the use of 
profiling to allocate 
unemployment 
benefits accurate and 
fair?

Existence, Purpose, 
Constitution, Inputs 
and Outputs

Looked at list of 
questions asked 
during profiling. 
Collected statistical 
data on the 
distribution of 
active labor market 
programs across 
“profiles” at local 
labor offices, and 
how representative 
each “profile” was 
demographically.

Women, older 
people, and less 
educated people 
are more likely to be 
categorized as “far” 
from the labor market 
/ less likely to benefit 
from services, so 
were not prioritized 
as highly as others.

Princeton 
Review 
differential 
pricing178

2015 Students / 
ProPublica

Does The 
Princeton Review’s 
pricing system 
disproportionately 
assign higher 
prices based on 
demographic 
characteristics?

Existence, Inputs 
and Outputs

Students in a 
Harvard data 
science class 
found that entering 
different ZIP codes 
resulted in different 
prices. (Their results 
inspired ProPublica 
to complete a more 
robust study.)

Asians were 
disproportionately 
represented in ZIP 
codes that were 
quoted higher prices. 
As a result, Asians 
were 1.8 times as 
likely to be quoted 
a higher price than 
non-Asians. ZIP 
codes with high 
median incomes 
were also more likely 
to receive higher 
quotes.

Hacker News 
ranking 
system179

2013 Blogger How does Hacker 
News’ ranking work?  

Inputs and Outputs Crawled several 
news pages every 
two minutes and 
graphed results.

There appeared to 
be more tweaking 
of rankings than 
expected; certain 
keywords led to 
penalties in rankings.

Uber Greyball180 2017 New York 
Times

How does Uber evade 
regulators?

Existence, Purpose, 
Constitution, 
Policies, Inputs and 
Outputs

Interviewed sources Uber used an 
algorithm to flag 
likely regulators 
based on where 
they opened the 
Uber app, credit 
card information, 
and other details; 
regulators were 
shown a different 
version of the app.

Facebook 
content removal 
policies181

2017 The Guardian, 
ProPublica

How does Facebook 
filter content?

Constitution, 
Policies

Reviewed leaked 
internal documents.

Facebook has 
extensive guidance 
for human content 
reviewers.
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